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Abstract  
This study investigated the impact of built environment (i.e., “servicescape”) on patients’ 
choice of destination hospitals. It is widely known that factors such as hospital reputation, 
cost of treatment, and travel related concerns impact patients’ choice of hospital, but little is 
known about the impact of servicescape on patients’ hospital selection process. The findings, 
investigated within the context of cancer treatment, suggest that while reputation, cost, and 
distance are strong drivers in patients’ choice, servicescape also impacts choice. Further, it is 
found that patients will travel long distance to choose a treatment center provided that it has a 
good reputation for high quality care and the “servicescape” is appropriate.  The findings 
contribute to a deeper understanding of the relationship between consumer behavior and 
servicescape in a new dimension, the choice of cancer hospitals. The findings set the stage 
for additional research in this area. We believe these findings are valuable for both scholars 
and managers.   
Keywords: Patients’ choice, destination hospital, reputation, cost, quality, medical tourism, 
distance, servicescape  

  



 

1. INTRODUCTION 
When faced with a sub-acute illness (e.g., back pain, pneumonia, or other relatively minor 
conditions), the majority of patients will choose a hospital near to home or one recommended 
by their physicians. But when struck with a terminal illness, the decision-making process 
becomes more complicated and several factors can impact the patient’s choice of where to 
receive care. For example, Porell and Adams report that distance to a hospital is an important 
factor affecting hospital choice.1 Factors such as reputation, quality, and cost have been 
shown to impact patients’ choices.2,3,4,5  
With ever-increasing consumerism and a focus upon the “consumer journey”, the trend 
towards health and healing has changed considerably in the last decade. The new trend is for 
patients to expect not only a cure but also an experience, derived from a combination of 
factors such as the location of the center, environment and ambiance, and customer service. 
Also, patients used to travel from developing to developed countries in search of better care. 
But it has changed recently: patients tend to travel from developed to developing countries.6 
The motivation for such organized travel outside one’s local environment is for quality, 
affordability, and comfort.7,8,9 With these new trends, and consistent with the idea of 
enhanced experience and journey, researchers have identified yet another factor that impacts 
health care choices -- servicescape.10 

The term “servicescape” was first coined by Bitner to refer to the impact of physical 
surroundings on customer behavior.11 Her study’s framework describes how the built 
environment (i.e., the man-made, physical surroundings as opposed to the natural or social 
environment) affects both consumers and employees in service organizations. Although 
scholars have devoted considerable effort to studying the factors that impact hospital choice, 
one thing that has received limited attention is the design of the service environment 
(servicescape) and its impact on hospital choice. Mari and Poggesi confirmed the above 
notion through a systematic study of servicescape, using 188 previous studies.12 Their study 
pointed out that much of the work on servicescape was done in retail settings and suggested 
including other service firms, such as banks and hospitals.  
Rosenbaum and Massiah conducted research to expand on Bitner’s work.13 They concur with 
Mari & Poggesi that most of the research tested servicescape in non-healthcare 
environments.12 From the studies of Rosenbaum and Massiah, and Mari and Pogessi, it is 
clear that the study of hospital choices incorporating all four key aspects ― reputation, cost, 
distance, and servicescape― is still lacking.12,13 Thus, this study aims at filling the gap 
through a comprehensive study of the impact of reputation, cost, distance, and sevicescape on 
patient choice.   

 
1.1 Importance of the Study 
This study is important from the context of changes in the U.S. healthcare industry. The cost 
of healthcare in the U.S. has skyrocketed in the past decade, forcing U.S. customers to look 
into international treatment options, mostly in developing countries. Interestingly, these 
hospitals not only provide affordable, high-quality care, they combine comfort/pleasure with 
care, forcing U.S. hospitals to rethink the way they deliver care. These hospitals make every 
effort to provide treatment with a touch of class: hotel-like hospital buildings located in a 
resort-like settings; concierge service; state-of-the-art technology; and service delivered by a 
highly talented, customer-oriented team. Therefore, this study is important in understanding 
the impact of servicescape on patients’ choices of hospitals within a U.S. context.   



 

Secondly, the study of servicescape is important from a theory development perspective. 
Among marketing academics, Bitner produced the seminal work on servicescape.11 Since 
Bitner’s original model of servicescape, other variations of the model have evolved.11,12,13 
However, retail settings were the most widely investigated.12 Therefore, Mari and Poggessi 
suggested extending the study to other service firms such as hotels, airports, hospitals.12 As 
only limited studies have incorporated the impact of servicescape in hospital design, this 
study will contribute to theory development in this area.  

 

2. LITERATURE REVIEW AND THE DEVELOPMENT OF THE HYPOTHESES 
In this section, we will start with an examination of different drivers of patients’ choices of 
hospitals, followed by discussion of each driver and hypothesis development. 
Lee et al. point out, how people choose is diverse and its influencing factors are very 
complicated.5 The medical care industry has dramatically changed over the last two decades 
in America. Providers and commercial payers have struggled to maintain quality, cost, and 
accessibility. The evolution of the internet and consumerism has also changed the way people 
choose hospitals. Lee at al. suggest that hospitals must therefore learn to respect consumers, 
develop distinguishing features of medical care, explore their needs, and improve 
satisfaction.5 Thus it is important to understand those factors that impact the relationship 
between consumers and hospitals. In this section, we will review factors that impact patient 
choice and hypothetical patient choice. To examine the different drivers of patients’ choices 
of hospitals, we use the study of Lee et al. as it consists of a review of multiple studies in this 
area (Table 1).5 We reviewed other studies as well.8,11,12,13,14,15,16 Based on their relevance, we 
finally selected four major factors that impact patient choice: reputation, cost, distance, and 
servicescape, which we will examine in the following discussion. Key articles are shown in 
Table 1. 
 
 
 
 
 
 
 
 
 
 

 

 

 



 

Table 1. Important Factors of How Consumers Choose Hospitals 

Study Factors 

Berkowitz and 

Flexner (1981) 

Quality of care, cleanliness of facility, attitude of the hospital staff 

Boscarino and 

Stelber (1982) 

Near to home, doctor uses, specialist doctors, better equipment, quality of facility, 

familiar staff, past experience with the staff, less expensive, size, and religious affiliation 

Wolinsky and Kurz 

(1984) 

Knowledge (prior use of the hospital, new facilities, condition-specific reputation, and 

nearness to home), cost, quality (quality of medical care, and courtesy of care), and 

recommendation (doctor’s recommendation and friends’  recommendations) 

National Opinion 

Research Corpora-

tion (1984, 1985, 

1986) 

Medical staff quality, emergency care quality, nursing care quality, complete service 

available, doctor recommended, modern equipment, courteous employees, good 

surroundings, used hospital before, cost of care, family recommended, close to home, 

private rooms, and friend recommended 

Javalgi, Rao, and 

Thomas (1991) 

Near home/convenient, specialist doctors, reputation, modern equipment technology, 

courteous employees, cost of care, doctor’s recommendation, friend’s/relatives’ 

recommendation, and type of hospital 

Taylor and Capella 

(1996) 

Quality of physicians, quality of nursing staff, full range of hospital services, appearance 

and the courtesy of hospital staff 

Yavas and 

Shemwell (2001); 

Lee et al. (2008 

Attractiveness of interior/ exterior, acceptance of insurance, availability of specialist, 

quality of emergency care, range of service, fees, up-to-date medical equipment, nurses’ 

competency, physician’s competency, latest medical procedure, clarity of 

admission/dismissal procedure, visitation policies, accessibility, privacy, and personal 

attention 

 

2.1 Reputation 
One factor that consistently appears as being relevant in hospital choice is the reputation of 
the hospital.8,14,17 A hospital’s reputation is based on its historical performance in terms of 
both quality and service. An institution’s reputation may also be dependent upon the 
competency of its medical staff and endorsements received by accreditation and regulatory 
agencies. Studies conducted in the U.S. point out that hospital reputation, as we know it 
today in the U.S., is based on high-quality care and customer service.4,5 



 

Since 1991, US News and World Report has published an annual list of America’s Best 
Hospitals. They rank hospitals based on the Index of Hospital Quality (IHQ) and physician 
surveys.14 The methodology behind the IHQ was developed in the early 1990s by the 
National Research Opinion Center (NORC) at the University of Chicago. The IHQ reflects 
14 factors, grouped under three interlocked dimensions of healthcare: structure, process, and 
outcomes. Their relationship in the methodology was described by Donabedian in a widely 
accepted model.18   
Structure refers to resources directly related to patient care: intensity of nurse staffing, 
competency of clinical staff, availability of desirable technologies, patient services, and 
special status conferred by a recognized external body. Processes of delivering care include 
diagnosis, treatment, prevention, and patient education. Structure and process produce 
outcomes, the most obvious of which is whether a patient lives or dies. These outcomes are 
measured by a risk-adjusted mortality rate (adjusted for severity of diseases) and by related 
indicators such as complications, readmissions, patient safety, and infection rates. These 
could be collectively called “quality of medical care”.5  
According to Merrill, third-party generated hospital reputation scores impact patient volume, 
as patients obviously tend to choose hospitals with good reputations.4 She quotes Rao to 
demonstrate that reputational credentialing is another factor that affects hospital reputation.19 

Rao points out that third parties such as professional societies, rating agencies, auditors, and 
governmental regulators may endorse an organization and that the very act of endorsement 
embeds an organization in a status hierarchy.19 That of course builds the reputation of the 
organization. Hospitals use reputation rankings to draw patients to their facilities. According 
to Merrill, a hospital’s reputation provides a competitive advantage to draw patients to their 
centers, but on the other hand it provides patients an indicator of quality when selecting 
hospitals for their care.4 It is not uncommon for patients who have a terminal illness or 
complex disease to be willing to travel to a hospital known for its reputation, regardless of 
distance.6   
For the purpose of this study, we concur with the widely accepted notion that the reputation 
of a hospital is a reflection of its quality. Dollinger et al.20 call it “product quality,” which in 
the case of a hospital could be translated to the delivery of care and its outcome. Therefore, 
we define reputation as the quality of medical care based on its past performance.  
Physicians tend to refer their patients to hospitals (physician referral) where they know the 
staff and where the hospital has a good reputation.21 Physicians also may choose a hospital 
based on its reputational score assigned by US News and World Report.4 Similarly, patients 
tend to choose a hospital known for its high-quality care. This leads us to the first hypothesis. 

Hypothesis 1: Reputation of a hospital will have a positive impact on a patient’s 
choice of the hospital; higher the reputation better the chice.  
 

2.2 Cost 
Much work has been done to understand the relationship between purchase intention and 
value. Leszinski and Mann define value as the trade-off between customers’ perceptions of 
benefits received and sacrifices (cost) incurred.22 Value consists of both cost and benefits. In 
America, majority of the cost of medical care is borne by employers or through public 
programs such as Medicare and Medicaid. Therefore, for the purpose of this study, cost of 
care consists of out-of-pocket expenses such as cost of travel, food, and lodging and co-pays 
and deductibles, which can be grouped under the term “economic cost”.   



 

Cost of treatment may vary based on where you receive the treatment or the stage of the 
disease, or the insurance product you subscribe. For example, terminally ill patients might 
require a number of treatments to keep the disease from progressing and to keep them 
comfortable. Low-cost treatment options may be available more readily in developing 
countries compared to developed countries, which involves long-distance travel.  
In a study conducted on the Thai hospital system, Srivoravilai et al. observed that the 
hospital’s main target audience is comprised of Thai nationals and foreigners in search of 
affordable medical treatment.8 Currently, Thai nationals account for 60% of their customer 
base. Foreigners from 136 countries, mainly from the Middle East and southern and eastern 
African countries, account for 40%. Thus, it is clear that when it comes to choosing a 
hospital, patients do consider cost as an important factor in their decision- making process. 
For the purpose this study, we define cost as the economic sacrifice patients incur to receive 
medical care. The previous findings lead us to the second hypothesis. 

Hypothesis 2: Cost of care has an impact on a patient’s choice of a hospital; the 
higher the cost, the lesser will be the choice. 

 
2.3 Distance 
Early studies of hospital choice reported that distance to a hospital was an important factor.1 
Wolinsky and Kurz reported on nearness to home, an important factor for patient choice of a 
hospital.2 According to Lee et al., the National Opinion Research Center (NORC) studied 
hospital selection factors in 1984, 1985, and 1986; “close to home” was one of the factors 
listed as having an impact on hospital choice.5   
Although patients prefer to be treated closer to home, when faced with a terminal and 
incurable disease like cancer, some patients might be willing to travel to a hospital with a 
great reputation, regardless of distance and cost.6 A reason why cancer patients may hesitate 
to travel, however, is physical weakness. Rosenbaum et al. report that fatigue is the leading 
symptom reported by cancer patients undergoing medical treatment.13 As a result, some 
patients choose not to travel to destination hospitals but access treatment in hospitals closer 
to home. Many patients report emotional difficulty and physical symptoms associated with 
travel to a cancer center away from home.15  
In addition to their physical, medical, and economic needs, cancer patients and their 
caregivers have social and emotional needs.5 Going away from home can compromise the 
opportunity to meet those needs. Although Payne et al. indicate that it is premature to 
conclude that travel distance and difficulty enhance psychological distress, they agree that 
many cancer patients find it inconvenient and adverse.23 Quoting Carlsson and Hamrin,24 
Payne et al. reported that social support is important for psychological adjustment and 
survival for breast cancer patients.23 For the purpose of this study, the authors define distance 
as long physical distance and the issues associated with it, such as fatigue as well as social 
and emotional needs.5 This leads us to the third hypothesis.  

Hypothesis 3: Distance has a direct and negative impact on a patient’s choice of a 
hospital; the longer the distance, the lesser will be the choice. 

2.4 Servicescape 
The concept of servicescape was developed by Booms and Bitner to identify the impact of a 
physical environment in which service processes take place.25 They refer to servicescape as 
the environment in which the service is assembled and in which the seller and customer 



 

interact, combined with tangible commodities that facilitate performance or communication 
of the service.25 Bitner coined the term “servicescape” to define the built environment that 
affects both consumers and employees in service organizations.11 According to Bitner, 
servicescapes may elicit emotional responses that in turn influence behaviors.  
As the service industry has grown tremendously in the past few decades12, much attention 
has been devoted to understanding how the physical environment influences experienced and 
inexperienced customers. Similarly, Kotler’s work is based on atmospherics: the atmosphere 
of a particular set of surroundings is described in sensory terms.26 Kotler defines 
atmospherics as the effort to design buying environments to produce in the buyer specific 
emotional affects that enhance purchase ability. The sensory channels for atmosphere are 
light, sound, scent, and touch. Kotler argues that the atmosphere can affect purchase behavior 
as it may arouse visceral reactions that can contribute to purchase probability.  
Scientific theories indicate that the inner world of human beings ―their thoughts, feelings, 
and hopes ― form their outer behavior.27 According to Mari and Poggesi, there are three 
emotional states: pleasure/displeasure, arousal/non-arousal, and dominance/submissiveness 
(PAD)12, and these mediate responses to the environment in approach or avoidance behavior. 
Inner satisfaction is the result of outer behavior’s response to the inner stimuli of the 
organism (stimulus-organism-response). According to Nord and Peter, external stimuli that 
elicit positive responses can be paired with a product itself, eliciting a positive effect.28 
Consequently, behavior may be altered, bringing the potential customer closer to the product. 
For example, a tired and weak cancer patient watching a commercial about a cancer hospital 
in the Bahamas could pair the thought of tiredness with a relaxing environment and 
eventually choose that hospital for treatment.  
Oldenburg pointed out that offering patients living with cancer, their family members, and 
caregiver opportunities of a “third-place” can promote restoration and well-being.29 
Oldenburg describes a hierarchy of places with home as the first place, work as the second, 
and a gathering place for pleasure as the third place. Based on Oldenburg’s work, Huelat et al 
postulated that we should create healing environments for patients and providers that act as 
the third place, a simple place with elements of comfort, accommodating space, where people 
feel comfortable and welcomed rather than intrusion into the care routine.30 Elements of 
comfort and hope can be created by selecting naturally blessed locations for the 
company/hospital, creating a physical space conducive to comfort, and a workforce gifted in 
customer care. The idea of such a place is incorporated in the work of Bitner, generally 
known as servicescape.11   
According to Bitner, the servicescape includes the facility’s manufactured or built exterior 
(landscape, exterior design, signage, parking, surrounding environment) and interior (interior 
design and decor, equipment, signage, and ambiance).11 Drawing from the work of 
Mehrabian and Russell, Bitner points out that any environment, natural or manmade, can be 
located in a two-dimensional space (pleasure-displeasure and degree of arousal) reflecting 
peoples’ emotional response to the place.31 Customers would want to spend time and money 
where the environment elicits feelings of pleasure.    
Bitner’s study concluded with the following observations. First, the servicescape provides a 
visual metaphor for an organization’s total offering, suggesting the potential usage and 
relative quality of the service. Second, the servicescape can assume a facilitator role either 
aiding or hindering customers’ ability to carry out their activities. As a facilitator, the 
servicescape can also encourage and nurture certain forms of social interaction among 



 

patients that can strengthen their approach behavior. In fact, Bitner suggests that major 
changes in physical design or the planning of new environments should be done with input 
from actual users (employees and customers), as it impacts customer attraction and 
satisfaction.11 

For the purpose of this study, we define servicescape as the environment in which the service 
is assembled and in which the customer and employer interact to facilitate service delivery. 
The environment constitutes both the external and internal environments. By “external 
environment,” we mean the manufactured exterior of the hospital. The internal environment 
consists of the manufactured interior space of the hospital, signage, and ambiance. A superior 
servicescape can be defined as one that has an appealing environment in which service is 
assembled and delivered by a highly competent and customer-oriented team. It also 
moderates the negative impact of issues associated with long-distance travel, which leads us 
to the next two hypotheses. 

Hypothesis 4: Servicescape impacts a patient’s choice of a hospital; the more 
superior the servicescape, the better the choice. 
Hypothesis 5: A superior servicescape has a positive moderating effect on the 
negative relationship between distance and hospital choice; the more superior the 
servicescape, the less the negative impact of distance upon choice. 

 

2.5 Patient Choice 
Patient choice is the focal dependent variable for this study. Patient choice was selected as 
the focal outcome variable because it is, of course, necessary for hospital survival among a 
strong set of competitors. In order to understand the patient choice concept, we reviewed the 
study of Jung et al.,17 which used a hypothetical future choice model. They indicated that 
certain types of quality can be evaluated only by experience. For example, how well a 
nursing staff treats patients with respect can be evaluated only by having that experience.  
Consumer choice of a hospital occurs in two stages ― initial choice and subsequent choice.  
For most terminally ill patients (i.e., cancer patients), choice would include both stages since 
treatment occurs through multiple hospital encounters. For the purpose of this study, we will 
survey cancer patients who were treated as in-patients or out-patients at least one time. 
Respondents will be asked to make a hypothetical future choice such as “Would you use this 
hospital in case you need future hospitalization, or would you recommend this hospital to a 
friend or a relative?” We define hospital as both the in-patient facility and the out-patient 
clinic where respondents have received treatment in the past, and choice as the patient’s 
desire to select a hospital for current or potential future care or recommending the hospital to 
someone else.32 The full model is presented in Figure 1. 

Figure 1. Conceptual Model 
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3. METHODOLOGY 
3.1 Research Context  
We chose to test the relationship of the conceptual model in a cancer hospital, specifically a 
destination cancer hospital. Our rationale for selecting a destination hospital for study 
evolves from the fact we intend to study not only the impact of servicescape in choosing a 
hospital, but also to test its moderating impact on long-distance travel concerns. A disease 
such as cancer can be treated only by certain hospitals or physicians. Therefore, reputation of 
the hospital is an important factor in the choice-making process.  Although, in most 
instances, cost of care is covered by some type of health insurance, the cost of cancer 
treatment is very high. Even the co-pays and deductibles may be out of reach or burdensome 
for many patients.   
The impact of physical space in a cancer hospital on its patients cannot be overemphasized as 
cancer patients spend a great deal of time in a hospital environment compared to patients 
with most other diseases. Patients’ encounters with hospitals in many disease cases are one 
time or a limited number of times, as the disease can be cured or controlled by a few 
encounters. On the other hand, cancer patients’ encounters with the hospital are multiple 
times over a period of months if not years. Practice management experts estimate cancer 
patients’ consumption rate as seven to ten times higher than a regular patient’s consumption 
of services. Because the service is produced and consumed simultaneously, the patient is “in 
the factory” experiencing the total service within the hospital’s physical facility11 ― all the 
more reason to have a third-place physical environment. Rosenbaum et al. studied the impact 
of restorative servicescapes on cancer patients with cancer-related fatigue and reported that 
cancer patients undergo restoration from those symptoms when at home-like cancer resource 
centers.13  
The hospitality industry has successfully overcome the negative impact of long-distance 
travel and is in fact wildly successful in motivating people to travel long distance to access 
their facilities by making the physical space attractive and relaxing, locating them in 
attractive natural settings, and serving them with staff gifted with extraordinary service skills. 
We believe that a destination cancer hospital with its superior servicescape will have the 
same time type of impact on its customers, the cancer patients. Mari and Poggessi confirmed 
that it is possible to influence customer behavior through manipulating a store’s 
servicescape.12 We believe that it is possible to influence a cancer patient’s behavior of 
choice of hospital by manipulating the hospital’s servicescape. For all of the above reasons, 
we argue that a cancer hospital provides an excellent context to test these constructs: 
reputation, cost, distance, and servicescape. 

 

3.2 Design – Item Generation 
To compile the scale on “reputation,” we used three articles: Gardberg and Fombrun,33 
Tokunaga et al.,32 and US News and World Report.14 US News and World Report used the 
Index of Hospital Quality (IHQ) to rank America’s best hospitals.14 They measured quality in 
three subdimensions: structure, process, and outcomes.34 We selected five items out of these 
three subdomains for scale development: competency of nursing staff, competency of 
physicians, desirable technologies, outcomes (indicative of improvement in health status), 
and third-party endorsement.  



 

For the construct “cost,” the four-item scale was developed from a study conducted in 2013 
by the consulting firm on a cancer specialty hospital. We selected four items for 
measurement: in-network insurance, transportation, food, and lodging costs.   
Items for the construct “distance” were developed from Lightfoot et al.,15 Hooper and 
Coughlan,16 and Rosenbaum and Smallwood.13 We added an item to the distance construct 
― travel from home to cancer center was physically challenging ― to reflect the physical 
impact of long-distance travel. The parameters selected for measurement are physical, social, 
and economic challenges associated with long-distance travel.  
Items for the construct “sevicescape” were developed from Lightfoot et al.,15 Hooper and 
Coughlan16, and Rosenbaum and Smallwood.13 To measure the manufactured physical 
environment of the servicescape, we selected parameters such as physical appearance of the 
plant (external and internal), signage, and ambiance.  
For the dependent variable “patient choice,” we used the hospital attributes from the studies 
of Jung et al.17 and Tokunaga et al. regarding choice as a hypothetical choice related to 
current or future need and willingness to recommend the hospital to a friend or a relative.32   
A total of 28 items were selected for the four independent variables, the dependent variable, 
and the control variable. These items were reviewed by a group of subject matter experts.  A 
survey tool consisting of 40 questions was developed from these items, 30 questions for the 
four constructs, two questions for the dependent variable “patient choice,” three questions for 
the control variable “patient satisfaction” and five demographic questions. Following 
Hinkin’s directions35, we maintained four to six items per construct, while maintaining a 
simple structure, or parsimony. Respondents were asked to indicate the extent to which they 
agree with each item on a five-point Likert scale, (1) strongly disagree to (5) strongly agree. 
 

3.3 Control Variable 
Knowing that patient satisfaction has an impact on a patient’s choice of a hospital,32 we 
selected patient satisfaction as the control variable. The impact of the four constructs ― 
reputation, cost, distance, and servicescape― will be studied, controlling for patient 
satisfaction (given that we are predicting future choice of hospital). We will thus be able to 
ensure that the choice of the hospital is truly due to the impact of the constructs under study, 
and not due to an overwhelming satisfaction with the place due to other factors such as 
religious affiliation or familiarity with senior administration and physicians.  
 

3.4 Main Study 
3.4.1 Sample 
Data for the study was collected from patients diagnosed with some type of cancer, age 20 or 
older, both male and female, living in different parts of the country. While one set of subjects 
was selected from a central file of patients, another set of subjects was selected from one of 
the hospitals while they ere on-site for treatment. The patients selected did have at least one 
treatment encounter in an in-patient or out-patient cancer clinic. Since the selected hospitals 
are destination hospitals, patients from all over the country and even from other countries 
access these hospitals for treatment, providing the selected sample a good representation of 
diversity among patients.   

3.4.2 Procedure  



 

The survey was delivered to 687 patients; 483 were sent electronically through Survey 
Monkey and the remaining 204 were hand-delivered to active patients who were on-site in 
the hospital. The survey was administered and collected by personnel from the hospital’s 
survey department. A cover letter was included with the survey informing the respondents 
that participation in the survey was completely voluntary and that the returned surveys had 
no tracers, thus maintaining confidentiality. Of the 687 surveys delivered, 332 were returned, 
resulting in a 48.3% response rate. However, only 305 were included in the analysis, as the 
remaining responses were rejected due to incompleteness. Data points were incorporated into 
Excel for future analysis and reviewed to ensure completeness. The 305 completed responses 
exceed the item-to-response ratio of 1:4 suggested by Rummel37 but falls below the 1:10 ratio 
suggested by Schwab38. However, recent research suggests that a sample size of 150 
observations is enough to obtain an accurate solution in Exploratory Factor Analysis (EFA) 
and that 200 sample observations is enough for an accurate solution in confirmatory factor 
analysis (CFA).35 Therefore, a sample size of 305 is well justified for an accurate solution.    
 
3.4.3 Survey Response Construct Measures Analysis 
The construct measures analysis consisted of evaluating the measurements to ensure 
acceptable reliability of the measures, acceptable validity between measures, as well as the 
expected factor structure. Before evaluating the factor structure, we reviewed descriptive 
statistics for missing data, distribution, and demographics as they form the basis of virtually 
every quantitative analysis of data. The analysis shows that there is very little missing data 
for any question.  
Once the data was collected and reviewed, factor analysis was used to further refine the 
measures, creating a more parsimonious representation of the original set of observations and 
providing evidence of construct validity.35 Both EFA and CFA were utilized to evaluate the 
factor structure. Both regression analysis and structural equation modeling were used to do 
hypotheses testing.   
Prior to performing factor analysis, we evaluated the appropriateness of applying factor 
analysis by measuring sample adequacy (MSA) by using Kaiser-Myer-Olkin (KMO) and 
Bartlett’s test of sphericity. Interpretive adjectives for the Kaiser-Meyer-Olkin (KMO) 
Measure of Sampling Adequacy are: in the 0.90’s as marvelous, in the 0.80’s as meritorious, 
in the 0.70’s as middling, in the 0.60’s as mediocre, in the 0.50’s as miserable, and below 
0.50 as unacceptable.  
The value of the KMO Measure of Sampling Adequacy for this set of variables is .796, 
which if rounded off to two decimels would be equal to .80, labeled as “meritorious.” Since 
the KMO Measure of Sampling Adequacy meets the minimum criteria, we did not examine 
the Anti-Image Correlation Matrix. Bartlett’s Test of Sphericity tests the hypothesis that the 
correlation matrix is an identity matrix; all diagonal elements are 1 and all off-diagonal 
elements are 0, implying that all of the variables are uncorrelated. The Significance value for 
the analysisis is .000. Therefore, the null hypothesis is rejected, and the conclusion is made 
that there are correlations in the data set that are appropriate for factor analysis.  
In addition, as suggested by Kim and Muller39, we performed factor analysis using Principal 
Axis Factor (PAF) to examine the inter-item correlation of the variables. As per Hinkin’s 
recommendation35, variables loading greater than .40 were retained. All the variables in the 
study met this criterion except Variables 6, 19, and 22. Question 6 is an insurance question, 
and Q 22 is about hospital cleanliness. Neither question is relevant to these patients as 



 

insurance pays the bulk of their cost and the selected hospitals are very clean. Variable 19 is 
for directional signs, which is part of Bitner’s original concept of servicescape.11 

Four factors were extracted for variables associated with servicescape: factor 1 is an 
employee factor, factor 2 physical environment, factor 3 natural environment, and factor 4 
social environment. Variables 19 and 22 had loadings less than .4. Variable 19 is for 
directional signs, which is part of Bitner’s original concept of servicescape11; as such we 
decided to retain it for analysis. We removed Variable 22 from the analysis; it is a cleanliness 
question that is irrelevant to the patients as the facilities are kept very clean. 
PAF analysis indicated the presence of nine factors. All the variables loaded on appropriate 
factors except Variable 35 (patient satisfaction), which was loaded on factors 6 and 7. 
However, loading on factor 6 (.761) is acceptable since it is the appropriate factor and is 
twice as strong as factor 7(.361)35, establishing its higher correlation to factor 6. In summary, 
the selected variables represent the content domain of the underlying construct. The total 
variance explained is at 67.35%, which exceeds the 60% minimum acceptable suggested by 
Hinkin.35  
According to Price and Meuller40, the most accepted measure for reliability is the internal 
consistency reliability measure Cronbach’s alpha. Cortina41 recommends the use of this 
statistic in conjunction with factor analysis. A large coefficient alpha of .7 or higher is 
considered an indication of strong covariance and suggests that the sampling domain has 
been captured adequately. All the alphas here are .739 or higher, indicating high reliability. A 
summary of these values is provided in Table 2. 
 
 
 
 

 

 

Table 2. Cronbach’s Alpha Summary  

No. Factors Cronbach’s Alpha 

1. Reputation .739 

2. Cost .851 

3. Distance – Challenge .838 

4. Distance– Relationship .886 

5. Servicescape– Employee .876 

7. Servicescape – Physical Envt. .850 

8. Servicescape – Naturel Envt. .758 

9.   Servicescape– Social Envt. .745 

10. Patient Satisfaction .794 

 



 

CFA was done using SPSS/AMOS software.  Hinkin suggested the use of chi-square to 
measure the model fit.35 According to Hinkin, the smaller the chi-square the better the fit of 
the model.35 He points out that a chi-square two or three times as large as the degrees of 
freedom is acceptable as an indication of good model fit. However, as chi-square measure is 
sensitive to sample size, it has been suggested that the chi-square statistic be used with 
caution, and indicies such as Comparative Fit Index (CFI) be included.36 Based on their 
recommendation we used other indices, which, along with the CFA results, are summarized 
in Table 3.  Although not all findings strongly support good fit, most of the observed findings 
indicate acceptable model fit.  

 

 

 

Table 3. CFA Goodness of Fit Report 

Measure Threshold Study Findings Reference 

χ2  855.492  

DF  515.000  

χ2/DF χ22-3 times DF 1.700 Hinkin, 1998 

P-Value  .000  

GFI                    >.90 .861  

AGFI >.80 .830 Hu and Bentler, 1999 

PNFI .50 .731 Mulaik, 1989 

RMSEA <.05 .047 Hu and Bentler, 1999 

CFI >.95 great: > .90 traditional: > .80 permissible .931 Hu and Bentler, 1999 

 

4 FINDINGS 

4.1 Bivariate Analysis Results 
Data for the study was collected from 305 cancer patients. Bivariate analysis indicates that 
there is no correlation between the four independent variables (reputation, cost, distance, and 
servicescape) and the dependent variable patient choice. However, the results indicated good 
correlation between patient satisfaction and patient choice (r = .502, p < .001). The results 
are summarized in Table 4.   

 

 

 

 

 

 



 

Table 4. Bivariate Analysis Summary 

Item Test Value (PC) Test p-value Interpretation 

Reputation .101 .082 No significant correlation  

Cost -.019 .741 No significant correlation  

Distance -.095 .104 No significant correlation  

Servivicescape .053 .343 Not significant correlation  

Patient SAT .502 .000 significant correlation 

 

4.2 Multivariate Analysis Results – Patient Choice  
In the multivariate analysis, four direct and one moderated relationship were tested using 
multiple regression analysis. The non-moderated relations include reputation and patient 
choice, cost and patient choice, distance and patient choice, and servicescape and patient 
choice. The moderated relations include servicescape total moderation and distance. Initially 
we ran the four factors and servicescape total moderation, including demographic variables, 
to predict patient choice, but patient satisfaction was not included. The overall model is 
significant as the p-value is .035. At the usual p-value < .05 level, only the distance factor is 
significant, which is negatively correlated with patient choice. Servicescape moderation is 
also significant and is positively correlated with patient choice. The results are summarized 
in Table 5. 

 

 

 

 

 

 

 

 

Table 5. Multivariate Analysis Summary 

Item Test Value (PC) Test p-value Interpretation* 

Reputation .130 .068 Not significant  

Cost -.006 .865 Not significant 

Distance -.534 .017 Significant correlation 

ServiceScape -.312 .065 Not significant 

Totamoderate .116 .030 Significant correlation 

 
 



 

4.3 Structural Equation Modeling (SEM) Original Model – Hypothesis Testing  
In order to better understand the interactions and examine the effects of the various 
constructs of patient choice, a structural equation model approach using SPSS was utilized. 
First, the original proposed patient choice model was analyzed using SEM without 
controlling for patient satisfaction. The four non-moderated relations were reputation and 
patient choice, cost and patient choice, distance and patient choice, and servicescape and 
patient choice. In addition, servicescape and distance moderation was also tested.  
According to Hooper et al.,42 there are three types of test categories that measure goodness 
of fit; absolute fit, incremental fit, and parsimonious fit. They point out that although there 
are many indices to report and there is no golden rule to assess goodness of fit, it is 
necessary to report a variety of them.  Based on the many published suggestions, Hooper et 
al.42 suggested that it is sensible to include the χ2 statistic, its degrees of freedom and its p-
value, RMSEA and its associated confidence interval, the SRMR, the CFI, and one 
parsimony fit index such as the PNFI. These indices have been chosen over other indices as 
they have been found to be the most insensitive to sample size, model misspecification and 
parameter estimates. 
The findings reported χ2 at 99.791 and DF 7, and the p-value < .001.  According to Hooper 
et al.,42 the chi-square statistic is sensitive to sample size.  Therefore, researchers have 
sought alternatice indices to assess model fit.  One such index that minimizes the impact of 
sample size on the Model Chi-square is relative/normed chi-square (χ2/df) Wheaton et al’s.43 
The recommended range for this statistic is 2-5.16 Since this study has a relatively small 
sample size, based on Wheaton et al’s recommendation43, we used the relative/normed chi-
square, instead of the Model Chi-square statistic to evaluate model fit, which is 14.26. The 
other SEM model fit indices, such as GFI = 899, AGFI = 698, comparative fit index (CFI) = 
202, and root mean square error of approximation (RMSEA) = .212 are all less than the 
expected ranges, indicating poor model fit. The table of SEM coefficients (Table 6) 
demonstrates that none of the factors are significant at the usual p-value <0.05 level, 
indicating no significant correlation to patient choice. 
 

 

 

 

 

Table 6. SEM Original Model - Coefficients 

   Estimate S.E. C.R. P Label 

ZPatientChoiceMean2 ← ZReputationMean .074 .058 1.287 .198 

ZPatientChoiceMean2 ← ZDistanceMean -.110 .059 -1.863 .062 

ZPatientChoiceMean2 ← ZCostMean .022 .058 .386 .700 

ZPatientChoiceMean2 ← ZSscapeMean .027 .059 .457 .647 

ZPatientChoiceMean2 ← Interaction .044 .053 .822 .411 

  



 

4.4 Structural Equation Modeling (SEM) Original Model – Controlling for Patient 
Satisfaction 
As in the original model, four direct, non-moderated relationships and servicescape 
moderation on distance were tested using structural equation modeling. Since reputation, 
cost, distance, and servicescape did not have a direct impact on patient choice, based on the 
SEM results of the original model, the authors tested the model with reputation, cost, 
distance, servicescape, and servicescape moderation on distance as predicators of patient 
satisfaction and patient satisfaction as a predictor of patient choice.     
The findings indicated χ2 = 21.320, degrees of freedom = 9, and probability level = .011. The 
realative/normed chi-square (χ2/df) is less than 2.4. The SEM fit indices GFI = .989, AGFI = 
.962, CFI = .982 and RMSEA = .040, indicating acceptable model fit. Results are shown in 
Table 7. 

 

 

 

Table 7. SEM (controlling for patient satisfaction) Coefficients 

   Estimate S.E. C.R. P value 

ZPatientSatisfactionMean ← ZReputationMean .132 .061 2.148 .032 

ZPatientSatisfactionMean ← ZCostMean -.026 .061 -.420 .674 

ZPatientSatisfactionMean ← ZDistanceMean -.154 .060 -2.557 .011 

ZPatientSatisfactionMean ← ZSscapeMean .005 .063 .083 .934 

ZPatientSatisfactionMean ← Interaction .138 .052 2.662 .008 

ZPatientChoiceMean2 ← ZPatientSatisfactionMean .502 .050 9.951 *** 

 

 
 
4.5 Individual Hypothesis Testing Results 
H1 – Reputation: The first hypothesis was on reputation which stated that a hospital’s 
reputation will have a positive impact on a patient choice of the hospital. The p-value is .032, 
which is significant, but in relation to patient satisfaction, which in turn is a predictor of 
patient choice.  
H2 – Cost: Cost has a p-value of .674, which is not significant. The hypothesis is not 
supported.   
H3 – Distance:  Distance has a p-value of .011, which is significant, indicating distance has a 
negative impact on patient choice. 
H4 –Servicescape: Servicescape has a p-value of .934, which is not significant. The 
hypothesis is not supported 
H5 –Servicescape Moderation:  The p-value for servicescape moderation is .008, which is 
significant. The hypothesis is supported that servicescape has a positive moderating effect on 
the negative impact of distance on patient choice.  
 



 

 
5 DISCUSSIONS AND CONCLUSIONS 
In this study, we looked to understand the impact of reputation, cost, distance, and 
servicescape on patient choice of a hospital. We also explored how a superior servicescape 
moderates the negative impact of distance on patient choice. A total of five hypotheses were 
developed to examine the impact of these factors. Bivariate, Multivariate, and SEM analysis 
were performed to validate them.  We will discuss the implications of these results for both 
theory and practice, reflect on the limitations of the study, and provide possible areas of 
future research regarding servicescape applications.   
 
5.1 Interpretation of Results 
The three different kinds of analytical methods unfolded results in different ways. As the method 
complexity increased from bivariate to SEM, the clarity of the findings increased as well. Results 
from the bivariate analysis indicated that patient satisfaction had a significant correlation with 
patient choice and servicescape moderation had a significant correlation with distance. Other 
factors did not show significant correlation. Results from multiple regression analysis 
indicated that reputation had a borderline impact on patient satisfaction. Distance indicated a 
significant negative relationship with patient satisfaction, and servicescape moderation 
indicated a significant correlation with patient satisfaction as well.  SEM results 
demonstrated additional relationships compared to what was demonstrated by bivariate and 
multiple regression analysis. First, we analyzed the data using the original proposed model. 
The results indicated that the original proposed model was not significant.  
We repeated the analysis controlling for patient satisfaction, which resulted in acceptable 
model fit. These results confirmed that reputation had a positive and direct impact on patient 
satisfaction and consequently patient choice (partial support for H1). Cost did not have an 
impact on patient satisfaction (H2). Distance did have a significant and negative impact on 
patient satisfaction (H3). While servicescape did not have a significant impact upon patient 
satisfaction (H4) or patient choice, it certainly did have a significant moderating effect on 
the negative impact of travel on patient choice (H5).   
As predicted, reputation had a significant and positive impact on patient satisfaction, which 
in turn had a significant impact on patient choice of a hospital. It was clearly evidenced in the 
literature review that in America high quality equates to reputation, and patients and 
physicians alike choose hospitals with high reputation for treatment.4,14   
Cost did not have a significant impact on patient satisfaction or choice. The result does not 
agree with the common notion that high cost has a negative impactor on patient choice. This 
does not necessarily mean that patients are not concerned about cost. A possible explanation 
is that most of the selected patients have insurance, which means less financial burden on the 
patients. Being a destination hospital, the hospital covered much of the out-of-pocket 
expenses such as food, transportation, and accommodation. Therefore, the high cost of care 
may not be a significant issue for patients of this hospital system.  
Distance had a significant negative impact on patent satisfaction, indicating that patients like 
to be treated closer to home.2 The study clearly indicates that distance has a negative impact 
on patient satisfaction and consequently patient choice. Mitigating the negative impact of 
distance might help more patients travel to access care. This is a win-win situation for both 
patients and providers. For patients, this would enable them to access care that is not 
available to them in their local area. For destination hospitals, this would bring more patients 
to their hospitals.  



 

The research question was, “is servicescape a driver of patient choice?” We will attempt to 
answer the question by examining the SEM results for servicescape (H4) and servicescape 
moderation (H5). Servicescape’s impact was examined in two parts. First, its impact on 
patient choice, and second its impact act as a moderator to decrease the negative impact of 
travel on patient choice. Hypotheses 4 was designed to answer the first part. Hypothesis 5 
was designed to answer the moderating effect of servicescape.  
The results indicate that sevicescape did not have a direct impact on patient satisfaction or 
consequently patient choice. This finding is quite unexpected as one might naturally think 
that a superior servicescape would be attractive to patients. However, there are a few things 
to consider. Nearly 60-70% of the patients surveyed had complex or advanced (late stage) 
cancer. Two thirds of the patients surveyed were patients on active treatment. Depending 
upon their physical condition, the experience factor (servicescape) may not be as important 
as the cancer treatment itself.   
However, it is quite evident that servicescape was considered very important in the context of 
long-distance travel (Figure 2).  The results indicate that servicescape had a strong and 
positive moderating effect on the negative impact of distance on patient choice of a hospital 
(H5). Servicescape moderation is one of the cornerstone arguments of this study. As proved 
by the third hypothesis on distance, long distance has a negative impact on patient choice. 
Travelling long distance to access care is challenging to patients. A sick patient is already 
weak and travelling long distance can only make it worse. A manufactured, inviting physical 
setting is comforting, and soothing. So, a superior servicescape has a positive and direct 
moderating impact on the negative effect of long-distance travel on choice.  The model also 
indicated strong positive relation between patient satisfaction and patient choice. The 
moderating effect is shown in Figure 2. 

 

Figure 2. Graphic Representation of the Impact of Servicescape on Distance 

 

 

5 

4.5 

4 

3.5 

3 

2.5 

2 

1.5 

1 

 Low Distance High Distance 

Moderator 
Low ServiceScape 
High ServiceScape 

Sa
tis

fa
ct

io
n 



 

5.2 Theoretical Implications  
In conclusion, the research question, “is servicescape a driver of patient choice?” is well 
answered by the findings in Figure 2. It suggests that when servicescape is high, long 
distance has no effect on satisfaction. When servicescape is low, low distance creates 
significantly higher satisfaction than long distance. Therefore, a superior servicescape has a 
positive moderating effect on the negative impact of distance, and its highest impact is when 
people travel.   
The study of servicescape is important from a theory development perspective. Among 
marketing academics, Bitner produced the seminal work on servicescape.11 Her study’s focus 
was on the physical aspects of the servicescape and its impact in a retail setting. Since 
Bitner’s original model of servicescape11, other variations of the model have evolved.12,13 
However, retail settings were the most widely investigated.12 Therefore, Mari and Poggessi 
suggested extending the study to other service firms such as hotels, airports, hospitals.12 Our 
study is, therefore, an extension of investigating servicescape in a hospital setting.   Also, 
there have not been a comprehensive study that combined both traditional factors of choice 
and servicescape domains.  Therefore, this study addresses the gap in knowledge by 
integrating all these stimuli into one study contributing to the theory development of the 
servicescape domain outside the retail domain.    
As mentioned earlier, since Bitner’s original model of servicescape study was published, 
other variations of the model have evolved that include testing of social and natural 
stimuli.12,13 These stimuli, however, affect customer behavior within their consumption 
setting. Our study not only examines servicescape’s impact within the consumption setting 
but also its interaction with domains outside the servicescape such as distance, further 
expanding the “expanded servicescape perspective” of Rosenbaum and Massiah.13 

 
5.3 Managerial Implications 
The primary focus of this study was to understand the impact of servicescape on patient 
choice, both directly and indirectly, by mitigating the negative impact of travel. It is quite 
clear that when it comes to long distance travel, patients consider servicescape to be of 
significant importance. But it is also quite clear that reputation has a significant impact on 
patient satisfaction ― and that a good reputation is primarily the result of high quality. It is 
important for managers to understand that reputation and experience (servicescape) must go 
hand in hand for high patient satisfaction and consequently higher choice.   
The study is important from the context of changing U.S. healthcare. The cost of healthcare 
in the U.S. has been skyrocketing in the past decade, forcing U.S. customers to consider 
international treatment options, mostly in the developing countries. It is interesting that these 
overseas hospitals not only provide affordable, high-quality care, they combine 
comfort/pleasure with care. These hospitals make every effort to provide treatment with a 
touch of class: hotel-like hospital buildings located in a resort setting, concierge services, 
state-of-the-art technology, and service delivered by a highly talented customer-oriented 
team, forcing U.S. hospitals to rethink the way they deliver care.  Now that the study has 
confirmed that distance has a negative impact on patient satisfaction and that servicescape 
can moderate that effect, the study provides a framework for U.S. hospitals for the use of 
servicescape as a competitive advantage to attract more patients to their centers rather than 
losing them to foreign competitors.  
 



 

5.4 Limitations of the Study and research opportunities 
The study has several limitations. First, although the sample size was adequate for an 
accurate solution, it still is a small sample. Advancing the study with a larger sample size 
would strengthen the theoretical arguments behind this study.   
Although the study was conducted selecting a sample from one nationwide hospital system.  
it still is a homogeneous sample. Including patients from other destination hospitals is a 
desirable next step.   
Cancer is not the only type of destination hospital that involves travel. Patients travel long 
distance to hospitals specializing in knee, cardiac, and neuro surgeries.  Including those 
samples in a study would enhance its generalizability. Patients are traveling more to 
international hospitals to receive care and including those samples would further enhance the 
generalizability of the study.  
The study was conducted on patients who had at least one treatment in a hospital or clinic 
prior to treatment at the selected hospital system. The patient choice questions were based on 
a hypothetical future choice based on previous experience. This study did not include patients 
choosing a hospital for the first time, and therefore it is missing information on the impact of 
these drivers on first-time patients.   
Majority of participants in this study were late-stage patients on active treatment. It would be 
interesting to use the same tool on a sample of early-stage patients to understand the impact 
of these drivers on their choice. Although cost did not have a significant impact on these 
participants, we believe cost is an important factor for healthcare researchers to consider. It 
would be interesting to repeat the study with samples of in-network insurance, out-of-
network insurance, and self-pay patients.   It would also be interesting to test this study in 
countries where healthcare costs are funded by the government. Yet another opportunity to 
test the validity of these hypotheses exists in some of the Asian countries where it is the 
patients’ responsibility to manage most of their own healthcare.   
The study demonstrated that servicescape can moderate the negative impact of distance on 
customer satisfaction and choice. The study of servicescape opens up an array of research 
opportunities in many sectors of business and community in terms of servicescape 
interactions to modify existing behaviors. Building aircrafts with servicescape concepts 
(planescape) may promote international travel, or a unique “churchscape” may increase 
church attendance by drawing people from outside their locale. Factor analysis indicated the 
presence of four factors in the servicescape domain, resulting in additional opportunity to test 
their impact on patient choice. 
This study moves the servicescape paradigm forward and supports an expanded 
conceptualization of the term. While so far researchers of servicescape have focused on 
studying the impact of servicescape stimuli on the behavior of customers within its 
consumption setting, this study’s major focus was its interaction with factors external to it. 
The idea of a servicescape is to create a “Third Place” within a place or transform the whole 
place to a Third Place, a place where people look forward to gathering outside the familiar 
confines of the first and second places, home and workplace. Businesses that have embraced 
the value of becoming a known “Third Place” have adopted the concepts of servicescape and 
have prospered as a result.  
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